# **Bagging and Random Forest**

Ensemble models in machine learning combine the decisions from multiple models to improve the overall performance. The objective of this article is to introduce the concept of ensemble learning and understand algorithms like bagging and random forest which use a similar technique.

## What is Ensemble Learning?

Ensemble methods aim at improving the predictive performance of a given statistical learning or model ﬁtting technique. The general principle of ensemble methods is to construct a linear combination of some model ﬁtting method, instead of using a single ﬁt of the method.

An ensemble is itself a supervised learning algorithm because it can be trained and then used to make predictions. Ensemble methods combine several decision trees classifiers to produce better predictive performance than a single decision tree classifier. The main principle behind the ensemble model is that a group of weak learners come together to form a strong learner, thus increasing the accuracy of the model. When we try to predict the target variable using any machine learning technique, the main causes of the difference in actual and predicted values are **noise, variance, and bias**. Ensemble helps to reduce these factors (except noise, which is irreducible error). The noise-related error is mainly due to noise in the training data and can't be removed. However, the errors due to bias and variance can be reduced.  
The total error can be expressed as follows:

**Total Error = Bias + Variance + Irreducible Error**

A measure such as **mean square error** (**MSE**) captures all of these errors for a continuous target variable and can be represented as follows:
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Where, E stands for the expected mean, Y represents the actual target values and fˆ(x) is the predicted values for the target variable. It can be broken down into its components such as bias, variance and noise as shown in the following formula:
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Using techniques like Bagging and Boosting helps to decrease the variance and increase the robustness of the model. Combinations of multiple classifiers decrease variance, especially in the case of unstable classifiers, and may produce a more reliable classification than a single classifier.

### Ensemble Algorithm

The goal of ensemble algorithms is to combine the predictions of several base estimators built with a given learning algorithm in order to improve generalizability / robustness over a single estimator.
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There are two families of ensemble methods which are usually distinguished:

1. **Averaging methods.**The driving principle is to build several estimators independently and then to average their predictions. On average, the combined estimator is usually better than any of the single base estimator because its variance is reduced.|  
   **Examples:** Bagging methods, Forests of randomized trees.
2. **Boosting methods.**Base estimators are built sequentially and one tries to reduce the bias of the combined estimator. The motivation is to combine several weak models to produce a powerful ensemble.  
   **Examples:** AdaBoost, Gradient Tree Boosting.

### Advantages of Ensemble Algorithm

* Ensemble is a proven method for improving the accuracy of the model and works in most of the cases.
* Ensemble makes the model more robust and stable thus ensuring decent performance on the test cases in most scenarios.
* You can use ensemble to capture linear and simple as well nonlinear complex relationships in the data. This can be done by using two different models and forming an ensemble of two.

### Disadvantages of Ensemble Algorithm

* Ensemble reduces the model interpret-ability and makes it very difficult to draw any crucial business insights at the end
* It is time-consuming and thus might not be the best idea for real-time applications
* The selection of models for creating an ensemble is an art which is really hard to master

## Basic Ensemble Techniques

* **Max Voting:** Max-voting is one of the simplest ways of combining predictions from multiple machine learning algorithms. Each base model makes a prediction and votes for each sample. The sample class with the highest votes is considered in the final predictive class. It is mainly used for classification problems.
* **Averaging:** Averaging can be used while estimating the probabilities in classification tasks. But it is usually used for regression problems. Predictions are extracted from multiple models and an average of the predictions are used to make the final prediction.
* **Weighted Average:** Like averaging, weighted averaging is also used for regression tasks. Alternatively, it can be used while estimating probabilities in classification problems. Base learners are assigned different weights, which represent the importance of each model in the prediction.

## Ensemble Methods

Ensemble methods became popular as a relatively simple device to improve the predictive performance of a base procedure. There are diﬀerent reasons for this: the bagging procedure turns out to be a variance reduction scheme, at least for some base procedures. On the other hand, boosting methods are primarily reducing the (model) bias of the base procedure. This already indicates that bagging and boosting are very diﬀerent ensemble methods. From the perspective of prediction, random forests is about as good as boosting, and often better than bagging.

**B**ootstrap **Agg**regation or **Bagging** tries to implement similar learners on small sample populations and then takes a mean of all the predictions.

* It combines Bootstrapping and Aggregation to form one ensemble model
* Reduces the variance error and helps to avoid overfitting

Bagging algorithms include:

* Bagging meta-estimator
* Random forest

**Boosting** refers to a family of algorithms which converts weak learner to strong learners. Boosting is a sequential process, where each subsequent model attempts to correct the errors of the previous model. Boosting is focused on reducing the bias. It makes the boosting algorithms prone to overfitting. To avoid overfitting, parameter tuning plays an important role in boosting algorithms. Some examples of boosting are mentioned below:

* AdaBoost
* GBM
* XGBM
* Light GBM
* CatBoost

## Why use ensemble models?

Ensemble models help in improving algorithm accuracy as well as the robustness of a model. Both Bagging and Boosting should be known by data scientists and machine learning engineers and especially people who are planning to attend data science/machine learning interviews.

Ensemble learning uses hundreds to thousands of models of the same algorithm and then work hand in hand to find the correct classification. You may also consider the [fable of the blind men and the elephant](https://en.wikipedia.org/wiki/Blind_men_and_an_elephant) to understand ensemble learning, where each blind man found a feature of the elephant and they all thought it was something different. However, if they would work together and discussed among themselves, they might have figured out what it is.

Using techniques like bagging and boosting leads to increased robustness of statistical models and decreased variance. Now the question becomes, between these different “B” words. Which is better?

## ****Which is better, Bagging or Boosting?****

There is no perfectly correct answer to that. It depends on the data, the simulation and the circumstances.

Bagging and boosting decrease the variance of your single estimate as they combine several estimates from different models. So the result may be a model with **higher stability**.

If the problem is that the single model gets a very low performance, Bagging will rarely get a **better bias**. However, Boosting could generate a combined model with lower errors as it optimizes the advantages and reduces pitfalls of the single model.

By contrast, if the difficulty of the single model is **overfitting**, then Bagging is the best option. Boosting for its part doesn’t help to avoid over-fitting; in fact, this technique is faced with this problem itself. For this reason, Bagging is effective more often than boosting. In this article we will discuss about Bagging, we will cover Boosting in the next post. But first, let us look into the very important concept of bootstrapping.

### Bootstrap Sampling

Sampling is the process of selecting a subset of observations from the population with the purpose of estimating some parameters about the whole population. Re[sampling methods](https://www.knowledgehut.com/blog/data-science/sampling-techniques), on the other hand, are used to improve the estimates of the population parameters.
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In machine learning, the bootstrap method refers to random sampling with replacement. This sample is referred to as a resample. This allows the model or algorithm to get a better understanding of the various biases, variances and features that exist in the resample. Taking a sample of the data allows the resample to contain different characteristics then it might have contained as a whole. This is demonstrated in figure 1 where each sample population has different pieces, and none are identical. This would then affect the overall mean, [standard deviation](https://www.knowledgehut.com/blog/project-management/standard-deviation) and other descriptive metrics of a data set. In turn, it can develop more robust models.

Bootstrapping is also great for small size data sets that can have a tendency to overfit. In fact, we recommended this to one company that was concerned because their data sets were far from “Big Data”. Bootstrapping can be a solution in this case because algorithms that utilize bootstrapping can be more robust and handle new data sets depending on the methodology chosen (boosting or bagging).

The reason behind using the bootstrap method is because it can test the stability of a solution. By using multiple sample data sets and then testing multiple models, it can increase robustness. Perhaps one sample data set has a larger mean than another, or a different standard deviation. This might break a model that was overfit, and not tested using data sets with different variations.

One of the many reasons bootstrapping has become very common is because of the increase in computing power. This allows for many times more permutations to be done with different resamples than previously. Bootstrapping is used in both Bagging and Boosting

Let us assume we have a sample of ‘n’ values (x) and we’d like to get an estimate of the mean of the sample.

mean(x) = 1/n \* sum(x)

Consider a sample of 100 values (x) and we’d like to get an estimate of the mean of the sample. We can calculate the mean directly from the sample as:
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We know that our sample is small and that the mean has an error in it. We can improve the estimate of our mean using the bootstrap procedure:

1. Create many (e.g., 1000) random sub-samples of the data set with replacement (meaning we can select the same value multiple times).
2. Calculate the mean of each sub-*sample.*
3. Calculate the average of all of our collected means and use that as our estimated mean for the *data.*

E**xample:** Suppose we used 3 re-samples and got the mean values 2.3, 4.5 and 3.3. Taking the average of these we could take the estimated mean of the data to be 3.367. This process can be used to estimate other quantities like the [standard deviation](https://www.knowledgehut.com/blog/project-management/standard-deviation) and even quantities used in machine learning algorithms, like learned coefficients.

While using Python, we do not have to implement the bootstrap method manually. The scikit-learn library provides an implementation that creates a single bootstrap sample of a dataset.

The [resample () scikit-learn function](https://scikit-learn.org/stable/modules/generated/sklearn.utils.resample.html) can be used for sampling. It takes as arguments the data array, whether or not to sample with replacement, the size of the sample, and the seed for the pseudorandom number generator used prior to the sampling.

For example, let us create a bootstrap that creates a sample with replacement with 4 observations and uses a value of 1 for the pseudorandom number generator.

boot = resample (data, replace=True, n\_samples=4, random\_state=1)

As the bootstrap API does not allow to easily gather the out-of-bag observations that could be used as a test set to evaluate a fit model, in the univariate case we can gather the out-of-bag observations using a simple Python list comprehension.

# out of bag observations

oob = [x for x in data if x not in boot]

Let us look at a small example and execute it.

# scikit-learn bootstrap

from sklearn.utils import resample

# data sample

data = [0.1, 0.2, 0.3, 0.4, 0.5, 0.6]

# prepare bootstrap sample

boot = resample(data, replace=True, n\_samples=4, random\_state=1)

print('Bootstrap Sample: %s' % boot)

# out of bag observations

oob = [x for x in data if x not in boot]

print('OOB Sample: %s' % oob)

The output will include the observations in the bootstrap sample and those observations in the out-of-bag sample.

Bootstrap Sample: [0.6, 0.4, 0.5, 0.1]

OOB Sample: [0.2, 0.3]

### **Bagging**

**Bootstrap Aggregation**, also known as **Bagging**, is a powerful ensemble method that was proposed by Leo Breiman in 1994 to prevent overfitting. The concept behind bagging is to combine the predictions of several base learners to create a more accurate output. Bagging is the application of the Bootstrap procedure to a high-variance machine learning algorithm, typically decision trees.

1. Suppose there are N observations and M features. A sample from observation is selected randomly with replacement (Bootstrapping).
2. A subset of features are selected to create a model with sample of observations and subset of features.
3. Feature from the subset is selected which gives the best split on the training data.
4. This is repeated to create many models and every model is trained in parallel
5. Prediction is given based on the aggregation of predictions from all the models.

This approach can be used with machine learning algorithms that have a high variance, such as decision trees. A separate model is trained on each bootstrap sample of data and the average output of those models used to make predictions. This technique is called bootstrap aggregation or bagging for short.

Variance means that an algorithm’s performance is sensitive to the training data, with high variance suggesting that the more the training data is changed, the more the performance of the algorithm will vary.

The performance of high variance machine learning algorithms like unpruned decision trees can be improved by training many trees and taking the average of their predictions. Results are often better than a single decision tree.

What Bagging does is help reduce variance from models that are might be very accurate, but only on the data they were trained on. This is also known as overfitting.

Overfitting is when a function fits the data too well. Typically, this is because the actual equation is much too complicated to take into account each data point and outlier.

![Overfitting in Machine Learning](data:image/jpeg;base64,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)

Bagging gets around this by creating its own variance amongst the data by sampling and replacing data while it tests multiple hypothesis(models). In turn, this reduces the noise by utilizing multiple samples that would most likely be made up of data with various attributes(median, average, etc).

Once each model has developed a hypothesis. The models use voting for classification or averaging for regression. This is where the “Aggregating” in “Bootstrap Aggregating” comes into play. Each hypothesis has the same weight as all the others. When we later discuss boosting, this is one of the places the two methodologies differ.
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Essentially, all these models run at the same time, and vote on which hypothesis is the most accurate.

This helps to decrease variance i.e. reduce the overfit.

### **Out-of-Bag Evaluation**

### With bagging, some instances may be sampled several times for any given predictor, while others may not be sampled at all. By default a BaggingClassifier samples m training instances with replacement (bootstrap=True), where m is the size of the training set. This means that only about 63% of the training instances are sampled on average for each predictor.6 The remaining 37% of the training instances that are not sampled are called out-of-bag (oob) instances. Note that they are not the same 37% for all predictors. Since a predictor never sees the oob instances during training, it can be evaluated on these instances, without the need for a separate validation set or cross-validation. You can evaluate the ensemble itself by averaging out the oob evaluations of each predic‐ tor. In Scikit-Learn, you can set oob\_score=True when creating a BaggingClassifier to request an automatic oob evaluation after training. The following code demonstrates this. The resulting evaluation score is available through the oob\_score\_ variable:

### >>> bag\_clf = BaggingClassifier(

### >>> DecisionTreeClassifier(), n\_estimators=500,

### >>> bootstrap=True, n\_jobs=-1, oob\_score=True)

>>> bag\_clf.fit(X\_train, y\_train)

>>> bag\_clf.oob\_score\_

0.93066666666666664

According to this oob evaluation, this BaggingClassifier is likely to achieve about 93.1% accuracy on the test set. Let’s verify this:

>>> from sklearn.metrics import accuracy\_score

>>> y\_pred = bag\_clf.predict(X\_test)

>>> accuracy\_score(y\_test, y\_pred)

0.93600000000000005

We get 93.6% accuracy on the test set—close enough! The oob decision function for each training instance is also available through the oob\_decision\_function\_ variable. In this case (since the base estimator has a pre dict\_proba() method) the decision function returns the class probabilities for each training instance. For example, the oob evaluation estimates that the second training instance has a 60.6% probability of belonging to the positive class (and 39.4% of belonging to the positive class):

>>> bag\_clf.oob\_decision\_function\_

array([[ 0. , 1. ],

[ 0.60588235, 0.39411765],

[ 1. , 0. ],

...

[ 1. , 0. ],

[ 0. , 1. ],

[ 0.48958333, 0.51041667]])

### Advantages

* Bagging takes advantage of ensemble learning wherein multiple weak learners outperform a single strong learner.
* It helps reduce variance and thus helps us avoid overfitting.

### Disadvantages

* There is a loss of interpretability of the model.
* There can possibly be a problem of high bias if not modeled properly.
* While bagging gives us more accuracy, it is computationally expensive and may not be desirable depending on the use case.

There are many bagging algorithms of which perhaps the most prominent would be Random Forest.

## Decision Trees

Decision trees are simple but intuitive models. Using a top-down approach, a root node creates binary splits unless a particular criterion is fulfilled. This binary splitting of nodes results in a predicted value on the basis of the interior nodes which lead to the terminal or the final nodes. For a classification problem, a decision tree will output a predicted target class for each terminal node produced.

### **Limitations to Decision Trees**

Decision trees tend to have a high variance when they utilize different training and test sets of the same data, since they tend to overfit on training data. This leads to poor performance when new and unseen data is added. This limits the usage of decision trees in predictive modeling. However, using ensemble methods, models that utilize decision trees can be created as a foundation for producing powerful results.

### Bootstrap Aggregating Trees

We have already discussed bootstrap aggregating (or bagging), we can create an ensemble (forest) of trees where multiple training sets are generated with replacement, meaning data instances. Once the training sets are created, a CART model can be trained on each subsample.

### **Features of Bagged Trees**

* Reduces variance by averaging the ensemble's results.
* The resulting model uses the entire feature space when considering node splits.
* Bagging trees allow the trees to grow without pruning, reducing the tree-depth sizes and resulting in high variance but lower bias, which can help improve predictive power.

### **Limitations to Bagging Trees**

The main limitation of bagging trees is that it uses the entire feature space when creating splits in the trees. Suppose some variables within the feature space are indicating certain predictions, there is a risk of having a forest of correlated trees, which actually increases bias and reduces variance.

### **Why a Forest is better than One Tree?**

The main objective of a machine learning model is to generalize properly to new and unseen data. When we have a flexible model, **overfitting** takes place. A flexible model is said to have high **variance**because the learned parameters (such as the structure of the decision tree) will vary with the training data.

On the other hand, an inflexible model is said to have high **bias** as it makes **assumptions** about the training data. An inflexible model may not have the capacity to fit even the training data and in both cases — high variance and high bias — the model is not able to generalize new and unseen data properly.

You can through the article on one of the foundational concepts in machine learning, [bias-variance tradeoff](https://www.knowledgehut.com/blog/data-science/bias-variance-tradeoff-in-machine-learning) which will help you understand that the balance between creating a model that is so flexible memorizes the training data and an inflexible model cannot learn the training data.

The main reason why the decision tree is prone to overfitting when we do not limit the maximum depth is because it has unlimited flexibility, which means it keeps growing unless there is one leaf node for every single observation.

Instead of limiting the depth of the tree which results in reduced variance and increase in bias, we can combine many decision trees into a single ensemble model known as the **random forest**.

## What is Random Forest algorithm?

Random forest is like bootstrapping algorithm with Decision tree (CART) model. Suppose we have 1000 observations in the complete population with 10 variables. Random forest will try to build multiple CART along with different samples and different initial variables. It will take a random sample of 100 observations and then chose 5 initial variables randomly to build a CART model. It will go on repeating the process say about 10 times and then make a final prediction on each of the observations. Final prediction is a function of each prediction. This final prediction can simply be the mean of each prediction.

The random forest is a model made up of many decision trees. Rather than just simply averaging the prediction of trees (which we could call a “forest”), this model uses two key concepts that gives it the name random:

1. Random sampling of training data points when building trees
2. Random subsets of features considered when splitting nodes

### How the Random Forest Algorithm Works

The basic steps involved in performing the random forest algorithm are mentioned below:

1. Pick N random records from the dataset.
2. Build a decision tree based on these N records.
3. Choose the number of trees you want in your algorithm and repeat steps 1 and 2.
4. In case of a regression problem, for a new record, each tree in the forest predicts a value for Y (output). The final value can be calculated by taking the average of all the values predicted by all the trees in the forest. Or, in the case of a classification problem, each tree in the forest predicts the category to which the new record belongs. Finally, the new record is assigned to the category that wins the majority vote.

### **Using Random Forest for Regression**

Here we have a problem where we have to predict the gas consumption (in millions of gallons) in 48 US states based on petrol tax (in cents), per capita income (dollars), paved highways (in miles) and the proportion of population with the driving license. We will use the random forest algorithm via the Scikit-Learn Python library to solve this regression problem.

First we import the necessary libraries and our dataset.

import pandas as pd

import numpy as np

dataset = pd.read\_csv('/content/petrol\_consumption.csv')

dataset.head()

|  | **Petrol\_tax** | **Average\_income** | **paved\_Highways** | **Population\_Driver\_licence(%)** | **Petrol\_Consumption** |
| --- | --- | --- | --- | --- | --- |
| **0** | **9.0** | **3571** | **1976** | **0.525** | **541** |
| **1** | **9.0** | **4092** | **1250** | **0.572** | **524** |
| **2** | **9.0** | **3865** | **1586** | **0.580** | **561** |
| **3** | **7.5** | **4870** | **2351** | **0.529** | **414** |
| **4** | **8.0** | **4399** | **431** | **0.544** | **410** |

You will notice that the values in our dataset are not very well scaled. Let us scale them down before training the algorithm.

### **Preparing Data For Training**

We will perform two tasks in order to prepare the data. Firstly, we will divide the data into ‘attributes’ and ‘label’ sets. The resultant will then be divided into training and test sets.

X = dataset.iloc[:, 0:4].values

y = dataset.iloc[:, 4].values

Now let us divide the data into training and testing sets:

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=0)

### **Feature Scaling**

The dataset is not yet a scaled value as you will see that the Average\_Income field has values in the range of thousands while Petrol\_tax has values in the range of tens. It will be better if we scale our data. We will use Scikit-Learn's StandardScaler class to do the same.

# Feature Scaling

from sklearn.preprocessing import StandardScaler

sc = StandardScaler()

X\_train = sc.fit\_transform(X\_train)

X\_test = sc.transform(X\_test)

### **Training the Algorithm**

Now that we have scaled our dataset, let us train the random forest algorithm to solve this regression problem.

from sklearn.ensemble import Random Forest Regressor

regressor = Random Forest Regressor(n\_estimators=20,random\_state=0)

regressor.fit(X\_train, y\_train)

y\_pred = regressor.predict(X\_test)

The RandomForestRegressor is used to solve regression problems via random forest. The most important parameter of the RandomForestRegressor class is the n\_estimators parameter. This parameter defines the number of trees in the random forest. Here we started with n\_estimator=20 and check the performance of the algorithm. You can find details for all of the parameters of RandomForestRegressor [here](https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html).

### **Evaluating the Algorithm**

Let us evaluate the performance of the algorithm. For regression problems the metrics used to evaluate an algorithm are mean absolute error, mean squared error, and root mean squared error.

from sklearn import metrics

print('Mean Absolute Error:', metrics.mean\_absolute\_error(y\_test, y\_pred))

print('Mean Squared Error:', metrics.mean\_squared\_error(y\_test, y\_pred))

print('Root Mean Squared Error:',

np.sqrt(metrics.mean\_squared\_error(y\_test, y\_pred)))

Mean Absolute Error: 51.76500000000001

Mean Squared Error: 4216.166749999999

Root Mean Squared Error: 64.93201637097064

With 20 trees, the root mean squared error is 64.93 which is greater than 10 percent of the average petrol consumption i.e. 576.77. This may indicate, among other things, that we have not used enough estimators (trees).

Let us now change the number of estimators to 200, the results are as follows:

Mean Absolute Error: 48.33899999999999

Mean Squared Error: 3494.2330150000003

Root Mean Squared Error: 59.112037818028234

The graph below shows the decrease in the value of the [root mean squared error](https://en.wikipedia.org/wiki/Root-mean-square_deviation) (RMSE) with respect to number of estimators.
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You will notice that the error values decrease with the increase in the number of estimators. You may consider 200 a good number for n\_estimators as the rate of decrease in error diminishes. You may try playing around with other parameters to figure out a better result.

### **Using Random Forest for Classification**

Now let us consider a classification problem to predict whether a bank currency note is authentic or not based on four attributes i.e. variance of the image wavelet transformed image, skewness, entropy, andkurtosis of the image. We will use Random Forest Classifier to solve this binary classification problem. Let’s get started.

import pandas as pd

import numpy as np

dataset = pd.read\_csv('/content/bill\_authentication.csv')

dataset.head()

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Variance** | **Skewness** | **Kurtosis** | **Entropy** | **Class** |
| **0** | **3.62160** | **8.6661** | **-2.8073** | **-0.44699** | **0** |
| **1** | **4.54590** | **8.1674** | **-2.4586** | **-1.46210** | **0** |
| **2** | **3.86600** | **-2.6383** | **1.9242** | **0.10645** | **0** |
| **3** | **3.45660** | **9.5228** | **-4.0112** | **-3.59440** | **0** |
| **4** | **0.32924** | **-4.4552** | **4.5718** | **-0.98880** | **0** |

Similar to the data we used previously for the regression problem, this data is not scaled. Let us prepare the data for training.

**Preparing Data For Training**

The following code divides data into attributes and labels:

X = dataset.iloc[:, 0:4].values

y = dataset.iloc[:, 4].values

The following code divides data into training and testing sets:

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2,

random\_state=0)

**Feature Scaling**

We will do the same thing as we did for the previous problem.

# Feature Scaling

from sklearn.preprocessing import StandardScaler

sc = StandardScaler()

X\_train = sc.fit\_transform(X\_train)

X\_test = sc.transform(X\_test)

**Training the Algorithm**

Now that we have scaled our dataset, let us train the random forest algorithm to solve this classification problem.

from sklearn.ensemble import Random Forest Classifier

classifier = RandomForestClassifier(n\_estimators=20, random\_state=0)

classifier.fit(X\_train, y\_train)

y\_pred = classifier.predict(X\_test)

For classification, we have used RandomForestClassifier class of the sklearn.ensemble library. It takes n\_estimators as a parameter. This parameter defines the number of trees in out random forest. Similar to the regression problem, we have started with 20 trees here. You can find details for all of the parameters of Random Forest Classifier here.

**Evaluating the Algorithm**

For evaluating classification problems,  the metrics used are accuracy, confusion matrix, precision recall, and F1 values

from sklearn.metrics import classification\_report, confusion\_matrix, accuracy\_score

print(confusion\_matrix(y\_test,y\_pred))

print(classification\_report(y\_test,y\_pred))

print(accuracy\_score(y\_test, y\_pred))

The output will look something like this:

**Output:**

[ [ 155   2]

[     1  117] ]

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Precision** | **recall** | **f1-score** | **support** |
| **0** | **0.99** | **0.99** | **0.99** | **157** |
| **1** | **0.98** | **0.99** | **0.99** | **118** |
| **accuracy** |  |  | **0.99** | **275** |
| **macro avg** | **0.99** | **0.99** | **0.99** | **275** |
| **0.9890909090909091** | **0.99** | **0.99** | **0.99** | **275** |

Unlike the regression problem, changing the number of estimators for this problem did not make any difference in the results.
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An accuracy of 98.9% is pretty good. In this case, we have seen that there is not much improvement if the number of trees are increased. You may try playing around with other parameters of the RandomForestClassifier class and see if you can improve on our results.

## Advantages and Disadvantages of using Random Forest

As with any algorithm, there are advantages and disadvantages to using it. Let us look into the pros and cons of using Random Forest for classification and regression.

**Advantages**

* Random forest algorithm is unbiased as there are multiple trees and each tree is trained on a subset of data.
* Random Forest algorithm is very stable. Introducing a new data in the dataset does not affect much as the new data impacts one tree and is pretty hard to impact all the trees.
* The random forest algorithm works well when you have both categorical and numerical features.
* With missing values in the dataset, the random forest algorithm performs very well.

**Disadvantages**

* A major disadvantage of random forests lies in their complexity. More computational resources are required and also results in the large number of decision trees joined together.
* Due to their complexity, training time is more compared to other algorithms.

## Summary

In this article, we have covered what ensemble learning is and discussed basic ensemble techniques. We also looked into bootstrap sampling involves iteratively resampling of a dataset with a replacement which allows the model or algorithm to get a better understanding of various features. Then we moved on to bagging followed by random forest. We also implemented random forest in Python for both regression and classification and came to the conclusion that increasing the number of trees or estimators does not always make a difference in a classification problem. However, in regression, there is an impact.

**Gift:** <https://machinelearningmastery.com/bagging-and-random-forest-for-imbalanced-classification/>

**Random Forest application to large dataset vs small dataset**

The Random Forest algorithm can be applied to both large and small datasets, but there are considerations and differences in how it might perform and be used in each scenario.

**Random Forest on Large Datasets:**

1. **Scalability:** Random Forest can handle large datasets reasonably well due to its ensemble nature. It builds multiple decision trees and combines their outputs, which can help in managing large amounts of data.
2. **Computation Time:** While Random Forest can be parallelized and distributed to some extent, training on very large datasets might still take a significant amount of time, especially if you're using a single machine.
3. **Sampling:** In the case of large datasets, Random Forest's ability to randomly sample data points (with replacement) for each tree can still lead to diverse trees and good generalization.
4. **Feature Importance:** Random Forest can handle a large number of features without much issue. However, interpreting feature importance might become more complex with a very high-dimensional dataset.
5. **Memory:** Training Random Forest on large datasets might require substantial memory, especially if the algorithm isn't optimized for memory efficiency.
6. **Overfitting:** Random Forests are less likely to overfit on larger datasets due to the averaging effect of multiple trees. However, if the dataset is extremely noisy, overfitting can still occur.

**Random Forest on Small Datasets:**

1. **Overfitting:** One of the advantages of Random Forest is its ability to mitigate overfitting, even on smaller datasets, by constructing multiple trees and combining their predictions.
2. **Computation Time:** Training a Random Forest on a small dataset is generally faster compared to a large dataset. However, for very small datasets, other algorithms like decision trees might also be effective and faster.
3. **Sampling:** When the dataset is small, the random sampling with replacement might lead to trees that are very similar to each other. This could potentially reduce the diversity and effectiveness of the ensemble.
4. **Feature Importance:** Random Forest can still provide insights into feature importance on small datasets, and these insights might be easier to interpret.
5. **Noise Impact:** With a small dataset, noisy data can have a larger impact on the model's performance and predictions.

In summary, Random Forest can be applied to both large and small datasets, but the considerations mentioned above should be kept in mind. For very large datasets, techniques like distributed computing and optimizing memory usage might be necessary. For very small datasets, other algorithms like decision trees, which are simpler and faster, might also be viable options.

**Is random forest algorithm sensitive to outlier?**

Yes, the Random Forest algorithm is to some extent sensitive to outliers, but its sensitivity is generally lower compared to some other algorithms like linear regression or K-means clustering. The ensemble nature of Random Forest, which combines the predictions of multiple decision trees, provides it with some inherent resistance to the effects of outliers.

Here's how Random Forest's sensitivity to outliers works:

1. **Robustness through Averaging:** The random sampling of data points with replacement during the construction of individual decision trees within the Random Forest helps reduce the impact of individual outliers. Outliers might affect the predictions of a single decision tree, but when their effects are averaged across multiple trees, their influence is diminished.
2. **Tree Depth:** The depth of the decision trees in a Random Forest can impact its sensitivity to outliers. Shallower trees are less likely to be affected by individual outliers as they won't be able to overfit to those outliers.
3. **Splitting Criterion:** Random Forest typically uses metrics like Gini impurity or entropy to decide how to split nodes in decision trees. These metrics are less sensitive to individual data points compared to, for example, mean squared error in linear regression.
4. **Ensemble Effect:** The final prediction of the Random Forest is the average (regression) or mode (classification) of predictions from all the individual trees. Outliers in some trees might not be present in others, so their effect on the final prediction is reduced.

However, it's important to note that while Random Forests are relatively robust to outliers, extreme outliers or a significant number of outliers could still impact the performance of the algorithm. It's always a good practice to preprocess and understand your data, and if outliers are a concern, you might consider techniques like:

* **Data Transformation:** Transforming the data using techniques like logarithmic or square root transformations can help reduce the impact of extreme values.
* **Outlier Detection:** Identify and handle outliers using techniques like z-score, IQR (interquartile range), or specialized outlier detection algorithms.
* **Data Trimming:** Truncate or remove extreme values before training the model, if appropriate and justifiable based on domain knowledge.

In summary, while Random Forests are generally less sensitive to outliers than some other algorithms, it's still important to be aware of the potential impact of outliers and to apply appropriate preprocessing techniques if necessary.

**Effect of missing values on random forest algorithm**

Missing values can have an impact on the Random Forest algorithm, just as they do on other machine learning algorithms. However, Random Forests have some built-in mechanisms that make them relatively robust to missing data compared to certain other algorithms. Here's how missing values can affect Random Forests:

**Advantages of Random Forests with Missing Values:**

1. **No Imputation Needed:** Random Forests can handle missing values without requiring imputation (filling in missing values with estimated values). The algorithm can use the available data for splitting nodes in the decision trees, and it doesn't rely on a global mean or imputed values.
2. **Nonparametric Nature:** Random Forests make decisions based on binary splits in the data, not assuming a specific distribution or functional form. This can help in cases where certain data points have missing values, as long as there's enough information in other features to guide the splits.
3. **Averaging Effect:** The ensemble nature of Random Forests, where multiple trees are combined, helps mitigate the impact of missing values. If one tree is influenced by missing values, the effect is likely to be balanced out by the other trees.

**Considerations and Mitigation Strategies:**

1. **Bias in Feature Importance:** If a feature has a large number of missing values, it might be downplayed in terms of feature importance. This could potentially lead to underestimating the true importance of the feature if it's important in predicting the target variable.
2. **Impact on Similarity Measures:** In distance-based similarity measures (if used for instance in proximity-based variants of Random Forests), missing values might affect the calculation of distances between data points.
3. **Imputing Missingness Information:** While Random Forests don't require imputation, it might still be beneficial to create a binary flag indicating whether a value is missing. This information could become relevant if the missingness itself has predictive power.
4. **Evaluation of Performance:** It's important to assess the performance of the Random Forest model with missing values. In some cases, missing values might introduce bias or reduce predictive accuracy.
5. **Randomness in Missingness:** If the missingness in your data is not random but related to the target variable, the Random Forest model might not completely mitigate the effects of this bias.

In summary, Random Forests offer some advantages in handling missing values compared to certain other algorithms, but it's still important to be cautious. The impact of missing values can vary depending on the nature of the data and the problem you're trying to solve. It's recommended to experiment with both including and excluding missing values, and assessing the impact on model performance, to make informed decisions about how to handle them.

**Effect of correlation on random forest algorithm**

Correlation among features (variables) can have both positive and negative effects on the performance of the Random Forest algorithm, just as it does for other machine learning algorithms. The effects depend on the nature and degree of correlation, as well as the specific dataset and problem you're dealing with. Here's how correlation can impact Random Forests:

**Positive Effects:**

1. **Reduction of Overfitting:** Correlated features can provide similar information to the model. Random Forests are less prone to overfitting when there's redundancy in the data, as the averaging across multiple trees helps mitigate the impact of noise introduced by correlated features.
2. **Stability of Importance Measures:** Correlated features might have similar feature importance scores. In Random Forests, if a feature is important, it's likely that multiple correlated features will contribute to the importance measure. This provides stability and can help in interpreting feature importance.

**Negative Effects:**

1. **Decreased Model Interpretability:** Highly correlated features can make it harder to interpret the model, as it might be challenging to determine which of the correlated features is truly contributing to the predictions.
2. **Redundancy:** If two or more features are highly correlated, the model might not gain much additional information from all of them. In such cases, removing one of the correlated features might not significantly impact model performance.
3. **Increased Complexity:** While Random Forests are generally robust to correlated features, highly correlated features might introduce additional complexity without necessarily improving model performance.

**Mitigation Strategies:**

1. **Feature Selection:** If you have highly correlated features, consider performing feature selection to choose the most relevant features and reduce redundancy.
2. **Feature Engineering:** Instead of using raw correlated features, you can create new features that capture the essence of the correlation, potentially improving model performance and interpretability.
3. **Partial Dependence Plots:** Use partial dependence plots to analyze the relationship between individual features and the target variable, which can help you understand the impact of correlated features.
4. **Experimentation:** Experiment with both including and excluding correlated features to see how they affect model performance. Cross-validation can help you assess which approach works better.

In summary, the effect of correlation on Random Forests can be both positive and negative. While Random Forests are generally robust to correlated features and can handle them reasonably well, it's still important to consider the context of your specific dataset and problem, and to apply appropriate strategies to mitigate any negative effects that correlated features might introduce.

**Feature Engineering, Feature Selection and Feature Importance in random forest algorithm**

Certainly! Let's delve into Feature Engineering, Feature Selection, and Feature Importance in the context of the Random Forest algorithm:

**Feature Engineering:** Feature engineering involves creating new features or transforming existing ones to improve the performance of a machine learning model. Here's how it applies to Random Forest:

1. **Creating New Features:**
   * Combine existing features to capture interactions or patterns that might not be apparent in individual features.
   * Generate features that represent domain-specific insights.
2. **Transformations:**
   * Apply mathematical transformations to features (logarithm, square root, etc.) to make their distribution more suitable for modeling.
3. **Encoding Categorical Variables:**
   * Convert categorical variables into numerical format using techniques like one-hot encoding or label encoding.
4. **Time-Series Features:**
   * Create lag features for time-series data to capture temporal dependencies.

**Feature Selection:** Feature selection involves choosing a subset of relevant features to include in the model. Random Forests have inherent mechanisms that can help with feature selection:

1. **Feature Importance:**
   * Random Forests provide feature importance scores, which indicate how much each feature contributes to the model's predictive performance.
2. **Recursive Feature Elimination (RFE):**
   * Train a Random Forest and iteratively remove the least important features until the model's performance starts to degrade.
3. **Threshold-Based Selection:**
   * Set a threshold for feature importance scores and include only features that exceed this threshold.

**Feature Importance:** Random Forests provide a measure of how important each feature is in making predictions. The importance is calculated based on the decrease in impurity (such as Gini impurity) caused by using a particular feature for splitting nodes in the trees. Key points:

1. **Gini Importance:**
   * The decrease in impurity (Gini impurity) for each feature is averaged across all trees in the forest.
2. **Permutation Importance:**
   * Instead of using the decrease in impurity, the model measures the decrease in predictive accuracy when the values of a feature are randomly permuted.
3. **Visualization:**
   * Feature importance can be visualized in bar charts, allowing you to quickly identify the most influential features.
4. **Interpretation:**
   * Feature importance helps understand which features are driving the model's predictions, aiding in model explanation and validation.

In summary, feature engineering enhances the quality of input features, feature selection helps choose the most relevant features, and feature importance quantifies the contribution of each feature to model performance. Utilizing these techniques in combination can lead to improved Random Forest models with better predictive power and interpretability.

**How to handle overfitting issue in Random Forests**

Overfitting can also be a concern in the Random Forest algorithm, but Random Forests are generally more resistant to overfitting compared to individual Decision Trees due to their ensemble nature. However, overfitting can still occur, especially in certain scenarios. Here's how to handle overfitting in the Random Forests algorithm:

1. **Number of Trees:**
   * Increase the number of trees in the forest. More trees tend to improve the model's generalization as the average prediction becomes more stable.
2. **Maximum Features per Split:**
   * Limit the number of features considered for splitting at each node. This can help diversify the trees and reduce their tendency to fit noise.
3. **Minimum Samples per Leaf or Split:**
   * Set thresholds for the minimum number of samples required in a leaf node or for splitting a node. Similar to Decision Trees, this prevents small subsets from being used to make decisions.
4. **Minimum Impurity Decrease:**
   * Set a threshold for the minimum impurity decrease required for a split. This can prevent the creation of noisy splits.
5. **Pruning:**
   * Prune individual trees in the forest by removing branches that do not contribute significantly to the ensemble's predictive accuracy. This can be done post-training.
6. **Feature Selection:**
   * Use techniques like Recursive Feature Elimination (RFE) to select a subset of relevant features for training the Random Forest.
7. **Validation and Cross-Validation:**
   * Validate your Random Forest model using a separate validation set or through cross-validation to ensure it generalizes well to unseen data.
8. **Hyperparameter Tuning:**
   * Experiment with hyperparameters like the number of trees, maximum features per split, and thresholds for minimum samples or impurity decrease to find the optimal settings.
9. **Data Augmentation:**
   * Apply data augmentation techniques to increase the effective size of your dataset and expose the model to more variations.
10. **Ensemble Methods:**
    * You can combine different ensemble methods or techniques like Bagging, Boosting, or Stacking with Random Forests to further enhance their performance and robustness.

Remember that while Random Forests are less prone to overfitting than individual Decision Trees, careful tuning of hyperparameters and regularization techniques can still significantly improve their generalization capabilities. Monitoring and evaluating the model's performance on validation data is crucial to ensure you strike the right balance between complexity and generalization.